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Jiangin Yin™, Xiaoli Liu, Fuchun Sun, Huaping Liu, Zhiqgiang Liu, Bin Wang, Jun Liu, and Yilong Yin

Abstract—In many practical engineering applications,
the number of actions that have been finished should be known,
particularly for an untrimmed video sequence that includes an
event with a series of actions, it is important to know the number
of actions that have been finished. In this paper, we termed
this process as visual event progress estimation (EPE). However,
the research related to this problem is few in the research
community. To solve this problem, a visual human action
analysis-based framework, namely one-shot simultaneously
action detection and identification (SADI)-EPE, is presented in
this paper. The visual EPE is modeled as an online one-shot
learning-based problem; sliding window and attention-based
bag of key poses formulate our framework. Unlike most of the
action analysis methods relying on a number of training data of
some predefined classes, our method can realize SADI for any
event if one sample of the event is given, which makes it feasible
for practical applications. At the same time, not only SADI
but also the progress estimation of the event can be realized
by our algorithm. In terms of methodology, the key pose is
defined by an invariant pose descriptor from skeletal data and
silhouette data. Moreover, in order to extract representative
and discriminative poses from one training sample, we present
a new bidirectional KNN-based attention weighted key pose
selection method, which can filter the unrelated actions and
model different importance of various key poses. In addition,
an attention-based multi-modal fusion scheme, which addresses
the difficulty of high-dimensional features and few training
samples, is proposed to augment the performance of our
algorithm. Finally, we propose an evaluation criterion for the
estimation problem. Extensive results demonstrated the efficacy
of our proposed framework.

Index Terms— Action detection and identification, one-shot,
kNN.
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I. INTRODUCTION

CTION analysis plays an important role in many appli-

cations [1]-[4] and therefore has attracted extensive
research focus in recent years. Previous research has made
great contributions in traditional action recognition [1], [5], [6]
and action detection [7], [8]. However, event progress estima-
tion (EPE) is also critical in action analysis to improve the
quality, effectiveness and synchronization of related actions in
real-world applications. For example, in a factory production
line, the operator is required to complete a certain number of
actions for assembly of several parts. The event progress of
a worker analyzed can improve the efficiency and facilitate
the control of the job quality by discovering the problems
where sub-jobs are neglected or delayed. Moreover, it can
also synchronize the work flows where multiple workers are
involved in large projects. Similar circumstances also exist in
other applications such as nursing care and so on.

At present, the PDA or speech recognition schemes are
used to report event progress [9], [10]. However, these
methods are passive and thus requires the cooperation from
performers. As a result, these methods cannot handle cases
if the performers are unable or forget to report the event
progress. With the development of motion recording sensors
(e.g., video camera or Kinect), human actions can be recorded
for online or offline analysis to obtain EPE information.
An automated process estimation scheme can be possibly
developed by analyzing visual data.

A. Problem Description

In order to build automated schemes for progress estimation
with visual data, we start with some concepts related to EPE,
events, activities and actions. There are various definitions of
events, activities and actions [1]-[4], [11]. In these works,
action, activity and event are commonly used to refer to the
human movements with no obvious differences. In this work,
we follow the similar definitions in [11] and provide related
notations to discuss the problem clearly.

Term 1 (Action): Action is a low-level semantic concept in
a relatively short time defined for one specified task. In the
examples of medical and physical exercises, specified tasks
include arm stretching and chest exercises.

Term 2 (Event): Event is a high-level semantic concept in
a relatively long time defined for one specified task. It can be
defined as a set of actions that an actor needs to perform for
completion of one specified task or job.
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Fig. 1. Event consisting of N actions.

To estimate the event progress, we regard the entire event
as a series of actions [see Fig. 1]. Suppose the event consists
of N actions. The duration of the action and event is denoted
by r and T, respectively; and the duration of the nth action
is represented by f,. If n, actions have been finished,
the progress of the event can be estimated by the following
equation:

Na
2 la(i)

_ =l
r=—p ey

N
where, T = > t;, r is the event progress rate, and n, is the

number of tlllg 1ﬁnished actions, and a (i) is the index of the
ith finished action.

With equation (1), we can estimate the event progress
based on the action identification results. However, the visual
data that we obtained in practical applications is continu-
ous or untrimmed. Accordingly, we must identify the temporal
location and the class label of the action to estimate the event
progress. Therefore, the EPE is a simultaneous action detection
and identification (SADI) problem.

B. Problem Analysis

As discussed above, the EPE is an SADI problem.
Compared to the classical SADI problem, the EPE problem
has four additional special characteristics.

First, the categories of actions involved in SADI-EPE prob-
lem are unknown and dependent on specific tasks. There-
fore, different from traditional SADI problem defined in
which the actions are specified and known, the detection and
recognition for the EPE is defined on an open set. Accord-
ingly, the algorithm must be easily adaptable to new action
classes.

Second, recording training data for multiple times is often
very difficult or unacceptable for the workers in many appli-
cations. Thus, the solutions for EPE should work with limited
training samples. In this study, we developed a one-shot
learning solution by using only one training sample.

Third, the EPE must be conducted online. Therefore, com-
pared to the methods that only work on segmented or trimmed
video sequences, the new solutions should be able to obtain
the estimation results using continuous untrimmed sequences.

Finally, the EPE requires to complete the action detection
and recognition at high frequency in order to achieve a high
efficiency for the practical applications.

Besides the aforementioned special challenges, the EPE
also shares the common challenges in the traditional SADI
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problem including obstruction, large intra-variance, and inter-
ruption or action disorders. When the actor is performing
actions, obstruction may occur when other passengers, self-
occlusion appear in the captured video. In the SADI-EPE
problem, the large intra-variance of the action is another
challenge, because different performers do the same action
according to their own style and the actor may also be located
at different locations in relative to the sensor, resulting in
different action appearances. When performing a series of
actions, the actor may use different orders and the actions
may be interrupted by other events, making SADI problem
difficult.

In the past several years, vision-based action analysis has
been a highly active area of research. However, previous
efforts have mainly focused on the analysis of short video
clips with a large number of training samples [12]. Action
analysis from untrimmed videos with limited samples, which
is a problem pertinent to real-world applications and close
to human perception, is drawing increasing attention and is
suitable to our application. The challenges listed above have
motivated us to seek robust action representations and efficient
detection algorithms.

In recent years, deep learning-based frameworks for action
analysis, such as 3D convolutional networks (C3D) [13],
two-stream convolutional networks [14], [15], temporal seg-
ment networks (TSN) [16], deep features [17], [18], recurrent
neural networks [19] have pushed forward the state of the art.
However, the gains over bag-of-words approaches have not
been impressive [20], [21]. Moreover, the performance of the
deep learning-based method heavily relies on a large number
of training samples [16]. When not enough training samples
are available, extra training data are needed to solve action
recognition. At the same time, the complexity of a highly deep
structure makes the training of the framework time-consuming.
To solve these limitations, we use handcrafted features to form
bag-of-words framework to solve one-shot EPE in this study.

EPE concerns online and real-time event progress; hence,
sliding window is used in segmenting an untrimmed video
to guarantee the report of the result according to regular
frequency. To handle the intra-variance of the actions, we use
Kinect to capture motion data for its robustness to illumination
and projection loss. The invariant pose descriptor, which is
robust to different persons and environmental changes, should
be used based on the motion data. To select discriminative
information for one-shot SADI, the representative and discrim-
inative poses should be selected to represent the action. Finally,
different module information should be used to augment the
performance of the algorithm.

Compared to previous research, this work presents a new
solution to the newly defined SADI-EPE problem. For the first
time, this paper analyzes the characteristics of EPE, proposes
a new visual framework and evaluates its performance with
corresponding criteria. Additionally, the visual framework is
built on an SADI scheme by defining the visual EPE as a
one-shot learning based online detection and identification
problem. Under this new visual frame, we use sliding win-
dow and bag-of-key-poses to determine the event process.
A bidirectional kNN-based attention (BikNN) weighting
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scheme is used to mine discriminative key poses. With the
new BikNN scheme, different attention weights for different
poses can be obtained. Attention-based fusion is also used to
augment the final estimation performance.

The remainder of this paper is organized as follows. The
next section investigates the related works. Section III pro-
poses our estimation framework. Section IV presents and dis-
cusses the experimental results. Finally, Section V concludes
our paper.

II. RELATED WORK

Although human action detection and recognition have
been extensively researched, EPE has not been well studied.
We model EPE as a special SADI problem based on RGB-D
data in one-shot setting. Accordingly, we first review the
related works of EPE and the related works of human action
recognition using RGB-D data. After that, we summarize the
works related to one-shot action recognition and detection.

A. EPE

EPE is an important problem for improving the quality and
the effectiveness of related operations. Previous solutions to
this problem are available in [9], [22], and [23]. These stud-
ies focused on the estimation in service-related applications
and used speech technique as the input for determination
of the event progress. However, in many other applications
(e.g., in shop floors), the most discriminative information is
the visual data. In contrast to the previous studies, for the first
time, we use a visual action analysis scheme to estimate the
progress of the events.

B. RGB-D Data-Based Human Action Recognition

RGB-D data-based human action recognition has recently
attracted extensive research interests [3], [24]-[27]. RGB-D
data carry substantial information for modeling actions, such
as the depth map, skeletal and RGB data. RGB data-based
action recognition has been extensively researched [1], [15],
[16], [28]-[31]. However, given the aforementioned difficulties
and the convenience of visual capturing devices, we focus on
the methods using depth map data and skeletal data.

Xia et al. [32] extracted the key skeletal data using the
position of 3D skeletal points. Then, the histogram of the
key points was used to model the action. Li et al. [33]
modeled the dynamics of the action as an action graph, whose
nodes are the salient postures modeled by a bag of 3D point
method. They showed the promising performance of their
method; however, they also indicated that their method is view
dependent. Vieira et al. [34] described an action by space-time
occupancy patterns. They segmented depth maps into different
4D grids according to the space and time axes; then the
number of the points in different 4D grids was used to model
the action. Wang et al. [35] also used space-time occupancy
pattern to describe an action and used sparse coding to model
the action. Yang et al. [36] combined motion energy images
and histogram of oriented gradients to describe an action.
Oreifej and Liu [4] used the histogram of oriented 4D norms
to model an action. Cheng et al. [37] proposed the comparative
coding descriptor to represent an action, and fused color
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information and depth information. Wang et al. [38] proposed
weighted hierarchical depth motion maps and three-channel
deep convolutional neural networks for human action recog-
nition from depth maps. Chen et al. [39] and Liu er al. [40]
proposed multi-temporal depth motion maps and Fisher vec-
tor for modeling shape discrimination and speed variations.
Ding et al. [41] proposed to encode 5 spatial skeleton features
into images with different coding methods, and CNNs were
used to realize action recognition. Liu ef al. [27] introduced a
new large scale benchmark(PKUMMD) for continuous multi-
modality 3D human action understanding.

In general, there are two popular pipelines for solving action
detection and recognition in the research community. One is
based on the bag-of-words framework, while the other is based
on deep learning. In recent years, the performance of the
pipeline based on deep learning was considered to outperform
that of the bag-of-words. However, a large amount of training
data is needed for the deep learning pipeline in order to achieve
high performance. In practical applications when substantial
training data is not available, one-shot learning approach is
necessary.

C. One-Shot Action Detection and Identification

One-shot learning approach is advantageous because it
requires minimal amount of data [42]. Fanello ef al. [43] used
3D histograms of scene flow (HOF) and global histograms of
oriented gradient (HOG) to capture low-level features, adopted
sparse coding to capture high-level patterns, and used a sliding
window and linear support vector machines to segment and
recognize gestures simultaneously. Malgireddy et al. [44]
proposed a hierarchical Bayesian model for one-shot gesture
detection and identification. Each frame was represented by
the visual words in it, and the visual words were formulated
by the HOG and HOF over the entire space of gestures.
In addition, a multiple channel HMM was proposed to locate
and identify the gesture. Unlike the classic HMM, this model
had multiple channels, where each channel was represented
as a distribution over the visual words corresponding to that
channel. Wan et al. [42] proposed some mixed features around
sparse key points. To address the insufficiency of one-shot
training samples, they augmented the training samples by
artificially synthesizing versions of various temporal scales,
which was beneficial for coping with gestures performed at
varying speed. However, the synthesis process makes it time-
consuming for training.

Although Fanello ef al. [43] focused on the closest problem
that we refer to, some differences still exist. They focused on
SADI of the gestures; however, our scheme aims to determine
high-level information and the progress of the event. Moreover,
their work aimed to recognize some predefined gestures;
meanwhile, our work aims to recognize uncontrolled actions.

III. VisuAL EPE FRAMEWORK
A. Data Preparation

Obstruction is an important problem in the event progress.
To make our algorithm robust to obstruction, we use multiple
Kinects to capture data. Theoretically, more Kinects are able
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Fig. 2. Kinect distribution.

to help improve the system performance. However, adding
more video sensors will definitely increase the computational
complexity and further add the hardware cost. To simplify
the system structure, we use only two Kinects positioned at
orthogonal angles in our experiments to evaluate the effective-
ness of the proposed methods. The setting of the two cameras
is shown in Fig .2. By using this setting, obstruction can be
avoided to some extent. For example, if the actor is obstructed
in the frontal Kinect, then the information from the side Kinect
can be used to recognize actions.

B. Action Feature Representation

The skeletal data comprise a large amount of information
about actions [45]. However, the skeletal data are often cor-
rupted or noisy because of occlusion or other problems [46].
Silhouette or binary data can also be used to represent the
poses [25]. With the supplementary of binary data, the perfor-
mance is better than the performance when only the skeletal
data used. Thus, we use skeletal and silhouette data to describe
actions. To handle the variances caused by different locations
of the Kinect and different persons, we use relative angle-
based pose descriptor from skeletal data. Moreover, we present
vertical features to describe the pose from binary data.

1) Feature Representation of Skeletal Data: We use the
features used in [47] to represent the skeletal pose. To illustrate
the skeletal features, we have introduced the concept of the
body structure vectors. And based on this body structure
vector, we show the feature vectors we constructed. We named
the vector from one joint to the other joint as the body
structure vector. We select some body structure vectors to
reflect the human actions, in which different parts of the human
body in action are represented by different colors, as shown
in Fig. 3. The blue lines represent the actions of the upper limb,
the red lines represent the actions related to the lower limb,
the green lines represent the torso actions and the purple lines
represent the actions of the upper limb and the torso. We call
these vectors as interested body structure vectors. We can
define the relative angles between the pair-wise interested body
structure vectors conveniently based on this concept. Unlike
the method in [48], which only used the angles between the
connected limbs, the virtual angles between the interested
structure vectors are also used in this study. We denote these
angles as S;.

Aside from the static pairwise relative angles constructed
by the interested body structure vectors, we present a new
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Fig. 3. Interested body structure vectors.
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Fig. 4. Silhouette image and corresponding features.

dynamic pose descriptor. The dynamic descriptor encodes
the dynamic information of the action by velocity angles.
The velocity angles are constructed by the interested body
structure vector and the velocity vector, which are formed
by two points (One point is the joint at the previous
frame, and the other point is the same joint at the current
frame).

We use five joints to construct the velocity vector con-
sidering the particularity of the action. The five joints are
LELBOW, RELBOW, LHAND, RHAND, TORSO separately.
We use Sy to represent the velocity angles.

The combination of the static and dynamic information of
the action shows that the skeletal pose can be represented by
the concatenated vector (Ss, Sy). That is, the final skeletal
pose can be represented by the following formula.

Sy =1[Ss, Sv] (2)

2) Feature Representation of Binary Data: To get the shape
features of the binary image, we compute the features of the
binary or silhouette data according to Fig. 4. For simplicity,
we refer to these features as binary features. We first compute
the center point of the silhouette of the human body. Then,
we compute the maximum height and maximum width of
the silhouette. Subsequently, the binary pose is obtained as
follows.

Step 1: Locate six key points (i.e. Top, Center,
Max_width_L, Max_width_R, Foot_L and Foot_R), as shown
in Fig. 4. Compute the width and the height of the silhouette,
and denote them as width and height respectively.
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Step 2: Compute the height of the silhouette line by line,
and obtain the vertical features as follows:

s hwiam] (3)

To provide a uniform representation for varying image sizes
and shapes, set a constant L (L is an empirical value, and
here we set L = 120). Sample the vertical feature to the same
length of L using Formula (4).

i xwidth
L
where [e] is the ceiling function. Finally, normalize the lateral
feature D to obtain a unit sum using Formula (5).

Dli]
> Dlil

Step 3: According to the key points (i.e. Top, Center,
Max_width_L, Max_width_R, Foot_LL and Foot_R, marked

as pi, p2, P3, P4, Ps, Pe, respectively), obtain the following
structure vector related to each point.

Dli] =h[[ —‘], Viell,2,---,L] “)

D[i] = 5)

V=Ppi—PDjs Viaje[l’za""6]ai<j’ (6)

Then, compute the angles between different structure vectors
v and denote them as g.
Step 4: Obtain the height and width of the silhouette of the
human body and compute the feature as follows.
width

height

@)

Therefore, the final representation of the binary pose can be
obtained as

— width

by=|D,g,——— 8

f [ & hei ghti| ®

C. BikNN Based Attention Weighting Key Poses

As previously discussed, EPE can be modeled as a one-shot
learning-based SADI problem. When we extract key poses for
actions, we should use an algorithm that is adaptive to small-
size problems. As discussed in [26], kNN is suitable to the
one-shot learning case. Zanfir et al. [26] considered that the
pose most of whose kNNs belong to one class as the key
pose. Its justification lies in the fact that the pose whose kNN
belong to the same class is the pose that may be located in the
center or near the center of the data set of the same class. This
finding seems practical for ideal data that the inter-variances
between different classes are large. However, different actions
may often share some similar poses. In addition, their method
did not consider unrelated actions. However, unrelated actions
often happen in real-world applications. According to the
attention scheme of the human being, the unique key pose
of one action should be given more attention, the similar key
poses between different actions should be given less attention,
and the unrelated key poses should be ignored. Thus, we can
evaluate the key poses according to the attention weighting
scheme. Another important problem is that Zanfir et al.’s
method will produce numerous redundant key poses that will
influence the classification result. These redundant key poses
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should be filtered. To address these problems, we present a
new method based on Zanfir et al.’s method.

A two-step method is presented to solve the above problem.
In the first step, we learn the candidate discriminative key
poses by forward ANN. In the second step, we filter the
candidate key poses and evaluate the final key poses by the
backward ANN.

We use P = pi, pa2, ..., pn (n is the number of poses of all
actions) to denote all the poses of all the actions, where p; is
a pose (skeletal pose or binary pose), which can be computed
according to the method described in Section 3.2.

1) Learning Candidate Discriminative Key Poses by For-
ward kKNN: In this section, we learn the candidate discrimina-
tive key poses by forward ANN.

We use kNN to group poses by computing the Euclid-
ean distance between two poses. This process is similar to
Zanfir et al.’s method [26], and it is presented as follows.

Input: An event sequence that contains all poses P = pj,
P2, ..., pn of all actions and all labels L = [, 15, ...,1,, of all
poses, which are determined by the corresponding action label
of the poses; the filter ratio parameter #; and the parameter k
of kKNN.

Output: Candidate key poses.

Forward Algorithm:

Step 1: Compute the Euclidean distances between the cur-
rent pose p; and the other poses pj, j =1,2,---n, j #1i.

Step 2: Sort the distances. Select k poses whose distances
are the first £k minimum as the kNN poses of pose p;.

Step 3: Compute the number of the kNN poses of pose p;
whose class label is the same as the label of pose p;, and
denote it by m.

Step 4: If the ratio of 7 > @, then pose p; is the candidate
discriminative key pose.

2) Attention Weighting and Filtering Scheme for Key Poses:
By using the forward algorithm, we can obtain a number of
candidate key poses. The analysis reveals that some redundant
key poses exist among the candidate key poses because when
we extract key poses, some different key poses are the nearest
neighbors to one other. Meanwhile, different key poses may
share the same neighbors but with different distances. That
is, different key poses have different discriminative powers.
Another important problem is that unrelated actions or inter-
ruption may occur in recognizing the actions in real-world
applications. Therefore, a scheme should be provided to
evaluate the discriminative power of different key poses and
filter the unrelated actions. Different attention weights should
be assigned to different key poses according to different
discriminative powers.

We use the same training dataset to evaluate the key poses
using an inverse process of the above learning candidate key
poses process. We assign the poses of the training set to
the candidate key poses with the minimum distance with the
current pose. Thus, we can model the competing mechanism
between different candidate key poses. The result of the
assignment is presented in the following three cases.

The first case is that the assignment poses of the key
pose comes from the same class with the key pose. In this
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case, the key pose has acceptable discriminative power for its
corresponding class.

The second case is that the assignment results can be
obtained not only from the same class but also from the
different classes with the key poses. In this case, the key pose
not only has discriminative power for its corresponding class
but also for other classes. We should evaluate the different
discriminative powers for different classes.

The final case is that all the assignment results are obtained
from different classes or that nothing is assigned. In this
case, the key pose has no discriminative power and should
be deleted.

We can learn the weight of different key poses and a thresh-
old filtering the unrelated actions based on the assignment
results. We call this process as backward process and present
the process as follows.

Input: All poses P = pi, pa,---, pn of all actions and the
candidate key poses K P = kpi, kpa, - -+ , kpy; the number
of actions;

Output: Key poses KP = kpi, kpz,---,kpr; weights

of different key poses to different classes W = w},
w12,o~w,~1,o~wLC; effective radius of the key poses
R=r13r23"'arL-

Backward Algorithm:

Step 1: For any pose p;,i = 1,2,---,n, compute its dis-
tance with the candidate key poses K P = kpy, kpa, -+ ,kpy.

Step 2: For every pose, assign it to the candidate key pose
with the minimum distance. Thus, any pose can be assigned
to one candidate key pose. At the same time, if the assigned
pose has the same label with that of the candidate key pose,
then record the distance between them as an attribute of the
candidate key pose and denote the distance as candidate radius
of the candidate key pose.

Step 3: For the candidate key pose KP = kpi,
kpa, - -+ , kpy, compute the number of the labels of the poses
assigned to it. Denote the number as n;/, where i is the index
of the candidate key pose, and j is the number of poses
belonging to action j.

Step 4: Compute the effective radius for the candidate
key poses. For the candidate key pose i, if no candidate
radius exists, then delete it because this candidate key pose
has no discriminative power or has extremely limited power.
If candidate radii exist, then record the maximum distance as
its effective radius r;.

Step 5: Compute the weight using the following formula:

©)
> nf
k=1
The poses belonging to the unrelated actions can be filtered
using the effective radius. The discriminative power of differ-
ent key poses can be evaluated using the weight. Moreover,
we can pay different attention to different key poses, that is,
the weights are attention-based weights.

3) Analysis of BikNN Algorithm: We illustrate the process
of BikNN algorithm in Fig. 5 by using an event consisting of
eight actions as an example. In Fig. 5(a), the horizontal axis
represents the frames of the event. If the frame is selected as
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Fig. 5. The illustration of BikNN. (a) Key poses generated by the forward
process of BikNN. (b) Number of poses matched to key poses of forward ANN.
(c) Key poses generated by the backward process of BikNN. (d) Number of
poses matched to key poses of BikNN. (e) Match relationship between poses
and key poses of BikNN.

the key pose, then we draw a red vertical line. Therefore,
the number of the red vertical lines is the number of key
poses, as marked on the top of the figure. From Fig. 5(a),
1841 key poses are generated using forward kNN. However,
the key poses are too dense; therefore, they are competing
to each other. Competing results are shown in Fig. 5(b),
which also presents the number of poses that match with the
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corresponding key poses. To show the relationship between
the key poses and the original frames, the horizontal axis
uses the number of the frames of the entire event. These
dense key poses may lead two problems. First, excessive key
poses increase the computation complexity. Moreover, some
key poses possess less discriminative power or ambiguity. The
ambiguity of key poses is shown in Fig. 5(c). More ambiguous
key poses indicate that more poses will be scattered far away
from diagonal blocks. By contrast, more discriminative power
key poses imply denser diagonal blocks. However, as shown
in Fig. 5(c), for actions 4 and 6, the distribution of the poses
is relatively sparse near the diagonal elements. Some key
poses with less discriminative power will affect the recognition
results. Thus, the backward process is used to mine the most
discriminative key poses.

The related results in Figs. 5(d), 5(e) and 5(f) show the
utility of the backward kNN. From Fig. 5(d), only 491 key
poses from the 1841 key poses are left and the other key poses
are filtered by the backward direction kNN. For every key
pose, the number of the matched poses is shown in Fig. 5(e).
The match relationship of poses and key poses is shown
in Fig. 5(f). The comparison between Figs. 5(c) and 5(f) shows
that the resulted key poses are more discriminative in Fig. 5(f).
Denser blocks are distributed around the diagonal axis.

We also use a toy example to show this process in Fig. 6.
This toy example uses the first 650 frames of the video shown
in Fig .5. In Fig. 6(a), in the first row, the figure illustrates
the key poses of the segment using forward kNN. In order
to explain our algorithm better. We take the frames circled by
the green rectangles as the example, the second row shows the
detailed frame index of the key poses of the video, and the
bottom row shows the key poses extracted by the forward
kNN. The numbers below the images are the frame indexes of
the video. From Fig. 6(a), we can see that from the 199th frame
to 231th frame, 12 key poses can be extracted by the forward
kNN. The extracted key poses are illustrated in the bottom of
Fig. 6(a). For the key poses of 200th frame and 201th frame,
they are very similar. Using BikNN, the extracted key poses
are illustrated in Fig. 6(b). Only 7 key poses are remained.
From Fig. 6(b), we can see the final 7 key poses are more
representative than the 12 key poses from Fig. 6(a).

One key pose can relate to more than one actions, as shown
in Fig. 5(f). Thus, to model this problem, we compute the
weights for the key poses. The contribution of some key
poses to different actions is shown in Fig. 7. Each key pose
contributes to different belief degrees for different actions.
The attention mechanism can be explained using this figure.
For example, key pose 1 generates different belief degrees to
different actions. The weights are used to model this belief
degree. Moreover, from the viewpoint of the pose, different
weights are connected to the importance of different poses.
When the key pose is more important, it is provided with
more attention resulting in larger weight. Thus, it can be used
to model our attention mechanism.

From the above discussion, the proposed BikNN algorithm
is based on kNN, the time complexity of which is O (n), where
n is the number of the training samples. Because kd-tree is
used to optimize our algorithm, and the time complexity of
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Fig. 6. The toy example of BikNN. (a) Extracted key poses using forward
kNN. (b) Extracted key poses using BikNN.
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Fig. 7. Relationship between key poses and actions.

kd-tree is O(log(n)). Therefore, the time complexity of
BikNN can be regarded as O (log(n)).

D. Attention-Based Fusion

We use the data from two Kinects for recognizing actions
to decrease the influence of occlusion. Meanwhile, we use
the skeletal and silhouette data to augment the robustness of
the action recognition algorithm. Feature based fusion often
concatenates different features without considering the differ-
ence of the features. The high-dimensionality of the features
causes difficulty in obtaining acceptable results using small-
sized training samples. Classifier based fusion often requires
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many training samples. Given that our problem is a one-shot
learning problem, we present a fusion method that fuses the
information on the level between the feature and classifier
level. The attention weights from Section III-C.2 are used
for weighing key poses to obtain the score of every action.
Actions are classified as the action with the highest score.
The illustration is presented in Fig. 8.

The fusion algorithm mainly contains four steps.

Step 1: Construct the feature vectors for the skeletal and
silhouette data according to the discussion in Section III-B.

Step 2: For every pose of the sequence, compute its matched
key pose for different data using the result in Section III-C.2.

Step 3: Compute the score for different actions using
different data sources by bidirectional kNN using the result
in Section II-C.2.

Step 4: Compute the final score for different actions.

Step 5: Recognize the sequence as the action with the
highest score.

In the above presented fusion algorithm, attention weights
are used; thus, the fusion method can pay different attention
to different poses from different data sources.

IV. EXPERIMENTAL RESULTS

We extensively experimented on the proposed idea using
our dataset and OAD dataset [49].

A. Experimental Setting and Dataset

We use two Kinects to capture the data. We develop our
data extraction program to extract data from two different
viewpoints, thereby obtaining data from two Kinects simul-
taneously. The illustration is presented in Fig. 9, and the
working setup is shown in Fig. 2. One of the computers is
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Fig. 10. Gymnastics event.

TABLE I
DESCRIPTION OF OUR DATASET

Data H Speed H Occlusion H Disorder
Data 1 Normal No No
Data 2 Normal Yes Yes
Data 3 Normal No Yes
Data 4 Normal Yes No
Data 5 Slow No No
Data 6 Slow Yes No
Data 7 Slow Yes Yes
Data 8 Slow No Yes

the server computer and the other is the client one. We use
the transmission control protocol to allow the two Kinects to
communicate with each other. The two computers connected
to the two Kinects should be in the same LAN. The data
from these two Kinects can be captured simultaneously by the
data extraction module. Moreover, the module can support the
virtual Kinect, that is, the .XEF file. This setting can augment
the flexibility of our method. We construct our dataset based
on this module.

Our dataset has three actors. Every actor performs the spec-
ified event illustrated in Fig .10 eight times. The figure shows
the eight actions in our interested event. For the three actors,
only one data, which includes the normal data, is available.
The other data of the actor may contain the data of occlusion,
disorder and different speeds. The detailed information of the
data is presented in Table. I. Every actor performs the event
using his/her own style and speed eight times according to
Table I. Therefore, the frames of every video are different,
48 videos (24 frontal videos and 24 side videos) are captured,
and at least 8 actions are captured in every video because
unrelated actions may occur. In order to show how the person
is occluded, we also give some example images in Fig. 11.

The other dataset we used is OAD data [49]. Only one
viewpoint data can be obtained, and there is no time stamp
for the video. In OAD, there are 10 actions and 59 videos.

B. Evaluation Criterion

We define our criteria to evaluate our algorithm in two cases.
The first case is that the training and test data are performed
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Fig. 11. The occluded examples.

by the same person. The second case is that the training and
test data are performed by different persons. Given an event
including n actions labeled as 1,2, - - - , n, we use two criteria,
namely, classification criterion, cA , and regression criterion,
rA , to evaluate our algorithm.
The definition of the classification criterion is as follows:
M
2. (0(R(m), C(m)))

cA=1-—"=!

i (10)

where, R(m) and C(m) are the actual and estimated action
labels, respectively; and M is the number of time intervals.
This criterion is essentially the criterion of action recognition.
Thus, we use this criterion to evaluate the performance of our
one-shot SADI algorithm.

Then, we define the regression criterion as follows:

M
2. IRS(m) — CS(m)]
rA=1-"=

i Y

where, RS(m) and CS(m) are the number of the actual actions
completed and the number of the estimated completed actions,
respectively. The other parameters are the same as those in the
classification criterion. Evidently, RS(m) and CS(m) can be
computed by summarizing R(m) and C(m) respectively.

From the above equation, the regression criterion is closely
connected to the classification criterion. Thus, when we eval-
uate our algorithm, we mainly focus on the results of the
classification criterion. For the regression criterion, we only
provide some simple evaluation results.

C. Some Examples of Experimental Results

The following results are provided by the following exper-
imental setting: Only one training sample performed by one
person can be obtained. Sliding window is used to segment
the continuous videos and the event can be segmented into a
series of segments. Then the action classification is used on
every segment to detect the action. There are 30 frames in
each sliding window and the decision is given in each sliding
widow. One action instance may often cover multiple time
intervals. For this case, the recognition results can be merged.
Also, multiple actions may be completed within one time-
interval. In our proposed method, data from different views
are aligned according to the time stamp. When aligned, there
are 15 frames in 1 second. 30 frames are used to make decision
in each time interval. That is to say, 2 seconds are used in each
time interval. In this short time interval, 1 action is consid-
ered. If multiple action instances occur in one time-interval,
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(d) Result D.

according to our recognition scheme, the decision will be the
action with the highest score. The results in Fig. 12 are based
on the classification criterion. In this figure, the ground truth
and estimation result are represented by the blue rectangle red
line, respectively.

In Fig. 12(a), although interruption exists in the event, our
algorithm can distinguish different actions effectively. This
result can be attributed to the filtering scheme of the key pose
of our algorithm. Most recognition errors occur at the start
point or end point of different actions because of the incom-
plete action information in the corresponding sliding windows.
Aside from this error, some errors occur because of the
confusion between the Actions 1 and 3. Several shared poses
exist in Actions 1 and 3, as shown in Fig. 10, there are lots of
shared poses. When we make a decision, the sliding window
may cover the shared poses between Actions 1 and 3. Thus,
they cannot be easily distinguished when only the incomplete
sequences are obtained. In addition, Actions 1 and 3 are
extremely similar to discriminate. Moreover, Fig. 12(b) shows
the disorder in the action. The figure shows that the main error
occurs because of the confusion between Actions 1 and 3.
Similar to Fig. 12(a), this finding is caused by the use of the
sliding window scheme to obtain online decision. At the same
time, the test sample is extremely slow. The sliding window
can only cover some shared poses of Actions 1 and 3. Some
other results are shown in Figs. 12(c) and 12(d).

D. Evaluation of Our Algorithm on Our Dataset

To test our algorithm. We compare it with state-of-the-art
methods, including C3D [13] and TSN [16]. Considering our
problem, there is only one video can be used as training
data, therefore we use the C3D network and TSN network
trained by other datasets. For C3D network, it is trained on
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TABLE 11
PERFORMANCE COMPARISONS FOR SAME-SUBJECT
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TABLE III
PERFORMANCE COMPARISONS FOR CROSS-SUBJECT

TD[| Method [[ NJ[[oD][ D ][ 0 [ s [so][sop] sp

TD[| Method [[ NJ[[oD][ D [0 [ s [[so][sop] sp

Pl || C3D+SVM [[92.4][13.4][124]] 158 [J16.6][13.4] 122 [ 164 Pl || c3D+svM [[152][11.6][12.6]]12.6] 13.0 [[23.7]] 11.4 [[ 155
Pl || C3D+BikNN |[93.4 ][ 24.1][303]] 128 |[ 1.1 [[22.3]] 245 || 0.4 P1 || C3D+BikNN || 6.9 [[30.5][202][17.0]] 9.6 [[21.6] 26.1 || 8.0
Pl || TSN+SVM [[94.2][50.0([53.9(] 57.1 [ 65.5]] 44.3 ]| 48.6 || 66.1 Pl || TSN+SVM |[[52.8([38.5][43.6]/39.8]] 50.9 |[38.2]] 34.3 || 51.7
Pl || TSN+BikNN |[95.4 ][ 68.0]/ 56.8 || 62.8 || 76.9]/ 58.1 ]| 53.8 || 81.9 Pl || TSN+BikNN || 60.6 |[46.7][ 58.6 ][ 57.6 || 72.7 || 56.0] 53.8 || 58.3
Pl || ourF+SVM |[98.8][55.3][57.2]] 63.7 || 81.1][53.1]] 54.2 [[ 772 Pl || OurF+SVM |[[58.7]/36.0][41.9(| 44.0] 55.4 || 38.5]| 39.2 [[ 61.1
P1 || Our method |[95.4]/80.6([90.3]| 73.2 [[94.5 | 83.2] 84.5 || 92.7 Pl || Our method || 84.6|[67.6][81.4][72.8(/82.2 |[70.1]] 77.1 |[81.8
P2 || c3p+svM [[88.0][13.0][ 104 114 [[122] 9.8 || 11.7 [[ 134 P2 || c3p+svM [[12.4][10.0][ 102]] 11.3]] 13.0 [ 12.1]] 10.0 [[ 136
P2 || C3D+BikNN [[92.3][32.4][22.6]] 223 || 2.7 [[24.2]] 240 || 24 P2 || C3D+BikNN || 1.4 [[21.3][25.0][ 12.8]] 1.1 |[22.3] 24.8 || 0.4
P2 || TSN+SVM [[88.3][52.7][59.0 49.6 [[ 70.9 [ 42.0]| 38.9 || 69.1 P2 || TSN+SVM [[54.6][41.6][41.0][39.4]] 47.7 [[37.4] 39.1 [[40.3
P2 || TSN+BikNN [[95.8][65.1[[71.1 | 62.4 [ 78.1 ][ 69.1]] 63.8 | 80.3 P2 || TSN+BikNN [[43.0][63.4[[64.2 [ 57.5]] 55.0 || 54.2 ]| 52.8 [[48.7
P2 || ourF+SVM [[95.3][50.1][62.5] 54.7 || 77.7] 55.8 ]| 53.1 || 79.8 P2 || ourF+SVM [[60.2([38.4[[43.4([48.5]] 60.2 || 37.7] 39.6 [[57.1
P2 || Our method |[95.8][74.8][92.2]] 60.9 || 82.2][ 71.4] 68.4 || 84.4 P2 || Our method |[63.8]/72.9]/72.6]/51.5(| 59.2 || 61.8]] 66.4 || 62.0
P3 || c3D+svM [[88.4][ 9.6 [[10.7]] 137 [[15.8 ][ 10.7]] 11.7 [ 117 P3 || c3D+sVM [[12.0][14.4] 8.8 [[104]] 13.0 [ 9.7 ] 9.4 [[132
P3 || C3D+BikNN |[91.0([36.0][31.4 ]| 21.2 [ 34.2][ 24.6 ]| 35.8 || 12.8 P3 || C3D+BikNN || 1.0 [[22.8]]25.8][ 16.5] 1.5 [[222] 253 ][ 5.9
P3 || TSN+svM |[88.8][57.2][64.6]] 67.6 [ 72.1][54.5]] 57.1 || 76.7 P3 || TSN+SVM |[[54.4][40.6][42.3][39.9] 51.5 |[36.7] 36.3 || 52.7
P3 || TSN+BikNN |[96.3 || 64.8 ][ 78.6 ][ 85.7 || 93.6][ 71.1]] 72.9 [ 90.2 P3 || TSN+BikNN |[78.6 ][ 75.3 ][ 64.8 [ 59.6 || 89.5 [[61.0]] 58.7 |[ 89.2
P3 || ourF+SVM [[96.7][54.9][67.8]] 75.5 || 80.1][ 57.3] 59.5 || 82.8 P3 || ourF+sVM [[63.5][43.2][46.5][49.0] 66.9 |[43.9]] 44.2 ][ 60.9
P3 || Our method |[96.8 |[84.4](93.5( 83.8 [ 94.1]/84.9] 87.4 || 93.1 P3 || Our method |[83.9(/82.2]/89.0(/65.0(| 78.2 |/ 83.2] 82.6 |[80.9
Ave |l C3D+SVM |[[89.6][12.0][11.2][ 137 148 11.3][ 119 [ 138 Ave |l €3D+SVM [[13.2][12.0][105][11.4]] 13.0 [[15.1]] 103 ][ 141
Ave || C3D+BikNN [[92.2][30.8][28.1] 18.8 || 12.7][ 23.7 || 282 [[ 5.2 Ave || C3D+BikNN || 3.1 [[24.9][23.6][ 154]] 4.0 |[22.0] 254 ][ 48
Ave || TSN+SVM [[90.4][53.3]]59.2]| 58.1 || 69.5 || 46.9 || 48.2 || 70.6 Ave || TSN+SVM |[53.9][40.2][42.3][39.7]| 50.1 || 37.4|| 36.5 || 48.3
Ave || TSN+BikNN || 95.8 || 66.0]| 68.8 || 70.3 || 82.9 || 66.1 || 63.5 || 84.1 Ave || TSN+BikNN || 60.7 ][ 61.8 || 62.5]| 58.2 || 72.4 || 57.1 || 55.1 || 65.4
Ave || OurF+SVM [[96.9][53.4][62.5]] 64.6 || 79.6 || 55.4 || 55.6 |[ 79.9 Ave || OurF+SVM || 60.8](39.2][43.9][47.2]| 60.9 ||40.0|| 41.0 || 59.7
Ave || Our method [[96.0([79.9][92.0 72.6 [[90.3][79.8 | 80.1 || 90.1 Ave || Our method || 77.4][74.2]|81.0][63.1]| 732 || 717 || 75.4 || 74.9

Sports-1M, ResNetl8 is used as its base network, the fea-
tures from pool5 layer are used as the C3D features. TSN
network is trained on UCF101. BNInception Net is used as
its base network. The features from global_pool layer after
average pooling are used as TSN features. First, we test
the performance of the recognition algorithm, BikNN. Then,
we compare our algorithm (our features and BikNN) with the
other combination method. Moreover, we test our method by
using the same-subject and cross-subject test. In the same-
subject test, the data of one person in the normal case are
used as training data, and those in other cases are used as test
data. In the cross-subject test, the data of one person in the
normal case are used as training data, and those in other cases
of different persons are used as test data.

1) Same-Subject Evaluation: We test the performance of
our algorithm with the same person. The sample of the normal
data of the person is used as the training sample, and the other
samples of the same person are used as the testing samples.
The results are shown in Table II. In the table, TD, N, O, D,
and S denote training data, normal, occlusion, disorder, and
slow data, respectively.

Table II shows that our algorithm performs effectively when
the speed or the temporal order changes. When occlusion
occurs, the accuracy is comparatively low. However, con-
tributing to the two Kinects, the accuracy is also not too
bad. Comparing our method with state-of-the-art methods,
for one-shot circumstance, we can see that our features and

our recognition method are both better than the traditional
methods. Using the same features, C3D or TSN, our BikNN
can achieve better performance than SVM. Using the same
recognition method, BikNN, our features achieve the best
performance. Therefore, our method can do well in processing
the problem. Besides, from this table, we can see that TSN is
better than C3D, we think this is because that the optical flow
is robust to the original data.

2) Cross-Subject Evaluation: In order to evaluate the per-
formance of the algorithm to different persons, we perform
the cross-subject experiments: Use one person as the training
sample, then the other data are used to test the performance
of the algorithm. The performance under different conditions
are given in Table III.

Table III shows that although approximately 10% decay
is observed in the average accuracy compared with the
results from the same person, the accuracy is still above
70%. Moreover, we can obtain similar conclusions, as shown
in Table II. Our method can achieve the state-of-the-art
performance.

3) Evaluation of Different Parts of Our Scheme: We test
the performance of the fusion algorithm. To test our algo-
rithm, we first test it using the classification criterion and
then the regression criterion. For the classification criterion,
we first test the performance of our algorithm using the frontal
skeletal (FS), frontal binary (FB), side skeletal (SS), and side
binary (SB) data. When obstruction occurs, the frontal data
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TABLE IV
PERFORMANCE COMPARISONS FOR DIFFERENT MODULES

Data | FS || ¥B [ ss [ sB [ FssB || Fusion
N [ 8599 [[ 71.47 [ 5652 || 61.06 || 84.17 || 83.47
oD || 67.09 || 55.97 || 48.94 || 61.68 || 7197 || 76.12
D || 88.04 || 69.64 || 5034 || 59.54 || 82.53 || 847
0 || 5475 || 45.89 || 47.77 || 53.96 || 60.43 || 663
S 86.65 || 65.81 || 48.04 || 58.15 || 80.39 || 78.88
so || 66.10 || 57.74 || 50.08 || 57.00 || 68.12 || 74.42
SoD || 67.61 || 57.40 || 62.69 || 67.90 || 74.40 || 76.95
SD || 85.46 || 60.26 || 49.81 || 59.89 || 79.19 || 79.95
Ave || 7521 || 60.52 || 51.77 | 59.90 || 75.15 || 77.60
TABLE V

PERFORMANCE COMPARISONS FOR WEIGHTING AND FILTERING

Method [ N][op[ p[[o] s [sosop]sp
Weighting 775 642([76.9][60.7[[67.9]]65.7]] 64.8 [[67.7
Weighting+filtering || 83.5 || 76.1 || 84.7|[ 66.3 || 78.9 || 74.4 | 77.0 |/ 80.0

becomes corrupted or heavily noisy. The option is to use the
silhouette data of the side data. Thus, we test the performance
of the result of fusing the FS and SB (FSSB) data. Finally,
we fuse the frontal and side data and named it fusion method.
Table IV shows the following observations.

(1) The result of the FS is often better than that of the SS,
especially without occlusion case. The quality of the skeletal
data of the frontal data is better than that of the side data
because our skeletal pose descriptor is view-invariant.

(2) The accuracy of the FB and SB is comparable when
no occlusion exists. At the same time, the accuracy is often
larger than 50%. This finding shows that the binary data has
discriminative power for action recognition.

(3) The accuracy of the SS is closer to 50%. This finding
shows that the SS data have some discriminative power for
action recognition.

(4) The fusion accuracy of FSSB is better than the accuracy
of the FS data alone. Thus, the side data can augment the
accuracy of the algorithm. Moreover, the fusion accuracy of
FS, SB, SS, and SB is better than the fusion of FSSB. Thus,
the fusion of FB and SS data can augment the discriminative
power of the FS and SB data.

We also test the performance of the weighting and filtering
scheme. The results are shown in Table V. From Table V,
we can see that using the adaptive effective radius, filtering
can increase the performance of our algorithm.

The final fusion results are presented in Fig. 13. The
figure shows that our final regression criterion is good in
different cases.

Some examples for the regression criterion is shown
in Fig. 14, considering that it is highly related to the
classification criterion. The complementary degree is shown
in Fig. 14.

4) Evaluation of the Efficiency: In addition, we test the
efficiency of our algorithm. The running time of the program to
report once is approximately 0.8 s on an HP personal computer
with a CPU time of 3.2 GHz and a memory of 4 G.

1669

Accuracy(%)

N oD D o S SO
Data Description

SOD  SD

Fig. 13.  Accuracy of the regression criterion.

12 12
[—Groundinitn

| — Grounduth
|— Estimation result —— Estimation resut

1 1

0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
frames. frames

(@) (b)

Fig. 14.  Some regression results. (a) Result 1. (b) Result 2.

TABLE VI
DETAILED INFORMATION OF OAD

Actions [ FN ]| SkeFN || TSNFN || C3DFN
Drinking 18 18 17 2
Eating 14 14 13 2
Writing 45 45 44 5
Opening cupboard 36 36 35 5
Opening microwave oven 22 22 21 2
Washing hands 31 31 30 4
Sweeping 66 66 65 8
Gargling 17 17 16 2
Throwing trash 36 36 35 4
Wiping 23 23 22 3

E. Evaluation on OAD Dataset

On OAD dataset, we use the same setting for our dataset.
We first analyze the detailed information of OAD dataset. Then
we test our algorithm on it. OAD contains some short videos.
The detailed information of OAD is shown in Table VI, where
FN, SkeFN, TSNEN, C3DFN represent the number of the
frames of the video, the number of the features of skeleton,
TSN and C3D respectively. Every video lasts in a short time
and the number of the features extracted by C3D is small,
therefore, it is of small significance to compare the action
recognition results using C3D features. And we don’t test the
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TABLE VII
TEST RESULTS ON OAD

Method H Average accuracy
TSN+SVM 6.49
TSN+BikNN 60.13
Skeleton+SVM 5.71
Skeleton+BikNN 63.57

C3D related results. Other results are shown in Table VII.
From the results, we can see that the proposed BikNN method
performs better than SVM under the one-shot case.

V. CONCLUSION

We present a new problem, namely, visual EPE, which
has been neglected in the research community. We show
the significance of this problem and model it as a special
SADI problem. Its specialty lies in the following aspects.
It is a one-shot learning problem, while being an open-set
problem that requires online output. Moreover, we propose
a multi-modal feature fusion-based framework to solve the
problem. The framework fuses the skeletal and silhouette data
captured from two RGB-D sensors. By using this framework,
the event progress can be estimated according to the action
unit. In terms of methodology, a bidirectional kNN algorithm
is proposed to extract representative and discriminative key
poses from the training sample. Attention weighting scheme-
based fusion lies between the feature and decision levels to
handle the predicament of the high-dimensional features and
one training sample. In addition, we construct our dataset to
test our algorithm. Experimental results show that our scheme
can be used to realize an EPE with acceptable performance.
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