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FedOSS: Federated Open Set Recognition via
Inter-Client Discrepancy and Collaboration

Meilu Zhu , Jing Liao , Member, IEEE, Jun Liu , Member, IEEE, and Yixuan Yuan , Member, IEEE

Abstract— Open set recognition (OSR) aims to accurately
classify known diseases and recognize unseen diseases as
the unknown class in medical scenarios. However, in exist-
ing OSR approaches, gathering data from distributed sites
to construct large-scale centralized training datasets usu-
ally leads to high privacy and security risk, which could
be alleviated elegantly via the popular cross-site training
paradigm, federated learning (FL). To this end, we represent
the first effort to formulate federated open set recognition
(FedOSR), and meanwhile propose a novel Federated Open
Set Synthesis (FedOSS) framework to address the core
challenge of FedOSR: the unavailability of unknown sam-
ples for all anticipated clients during the training phase.
The proposed FedOSS framework mainly leverages two
modules, i.e., Discrete Unknown Sample Synthesis (DUSS)
and Federated Open Space Sampling (FOSS), to generate
virtual unknown samples for learning decision boundaries
between known and unknown classes. Specifically, DUSS
exploits inter-client knowledge inconsistency to recognize
known samples near decision boundaries and then pushes
them beyond decision boundaries to synthesize discrete
virtual unknown samples. FOSS unites these generated
unknown samples from different clients to estimate the
class-conditional distributions of open data space near
decision boundaries and further samples open data, thereby
improving the diversity of virtual unknown samples. Addi-
tionally, we conduct comprehensive ablation experiments to
verify the effectiveness of DUSS and FOSS. FedOSS shows
superior performance on public medical datasets in com-
parison with state-of-the-art approaches. The source code
is available at https://github.com/CityU-AIM-Group/FedOSS.

Index Terms— Open set recognition, federated learning,
medical image classification.

I. INTRODUCTION

W ITH recent advancements in deep learning techniques,
deep neural networks (DNNs)-based methods have
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achieved remarkable performance on various medical classifi-
cation tasks [1], [2], [3]. However, these methods are usually
evaluated in a closed-set setting, in which categories in test set
are known and same as training set [4]. The closed-set setting
is typically unreasonable in real-world medical scenarios, since
rare or unknown diseases probably arise without any warning
and would be misclassified into one of the known diseases [4],
[5], [6], [7], [8], [9]. This problem poses an enormous risk to
the public health and impedes the application of intelligent
healthcare systems. Open-set recognition (OSR) [10], [11] is
thus proposed to solve this issue, which aims to accurately
classify known classes while at the same time identify open-set
data as the unknown class.

Despite the impressing performance of existing OSR meth-
ods [4], [5], [6], [7], [8], [9] in open-set setting, they heavily
depend on the availability of large-scale centralized datasets.
Since the data in a single medical institution are usually
limited, one common solution is to gather patient information
from different hospitals [12]. Yet, due to growing privacy
concerns or legal restrictions [13], distributed patient data are
not able to be directly shared across institutions. Federated
learning (FL) [14], [15] is a promising paradigm of decen-
tralized machine learning to provide a feasible solution to
this dilemma, which learns a global model by sharing the
model parameters of clients (hospitals) instead of their raw
data, under the orchestration of a trustworthy cloud server.
Nevertheless, implementing OSR in such a decentralized FL
framework is challenging and has not been investigated so far.
Driven by above realistic issues, in this paper, we represent
the first effort to formulate the problem of Federated Open Set
Recognition (FedOSR). The purpose of this setting is to unite
multiple distributed clients to learn a global model and reduce
privacy as well as security risk, which can exactly classify
known classes and recognize unknown classes in the testing
stage, as illustrated in Fig. 1(a).

The core challenge for FedOSR to recognize unknown data
is: Unknown samples are not available for all anticipated
clients during the training phase. In FedOSR, client models
will only focus on maximizing inter-known class distance and
enhancing intra-known class compactness [5], failing to learn
boundaries between known classes and unknown classes [16]
due to lacking unknown data. After client model aggregation,
the global model easily misclassifies an unknown sample into
one given known class with a high confidence score since
unknown classes might possess some similar features with
known classes [17]. Therefore, it is very crucial to acquire
unknown samples for FedOSR to learn the boundaries between
known classes and unknown classes. An elegant idea is to
synthesize virtual unknown data via generative adversarial
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Fig. 1. (a) Federated open set recognition. This setting aims to unite
multiple clients trained on known classes to learn a global model, which
can accurately classify known classes and recognize unknown samples
in test set. (b) Our solution to synthesize virtual unknown samples by
transforming known samples near decision boundaries.

networks (GAN) [16], [17], [18], [19], [20], [21], [22], [23]
or Mixup on known samples [7], [24], [25]. However, GAN
not only undergoes convergence difficulty [26], [27] in the
FL setting but also fails to exhaustively span the infinite open
world [5], [9]. Meanwhile, Mixup [28], a data augmentation
technique designed for centralized learning, would incur data
privacy leakage and high bandwidth cost in the distributed
setting. Hence, these methods [7], [16], [17], [18], [19], [20],
[21], [22], [23], [24], [25] are not applicable to the FedOSR
scheme.

Differing from the above approaches [7], [16], [17], [18],
[19], [20], [21], [22], [23], [24], [25], we conquer this
intractable challenge from two new perspectives. (1) We are
dedicated to generating unseen data near decision boundaries
of known classes instead of fitting entire unknown space.
As we all know, open-set data are from an infinite space and
probably belong to multiple unknown classes. It is impossible
to synthesize samples of all unknown classes for learning
boundaries between known and unknown classes since the
training set does not provide any prior information about
unknown classes. By contrast, unknown samples near bound-
aries of known classes could provide rich information about
the boundary of open data [29], [30]. (2) Considering the infea-
sibility of leveraging GAN and Mixup to generate open-set
data in the FedOSR setting, we explore the recognition of
boundary samples of known classes and then exploit these
samples to synthesize open-set data. Intuitively, known and
unknown samples lying near class boundaries have small
geometric distance in latent feature space. They usually share
some common patterns and thus have high similarities. This
geometric view indicates that known boundary samples can
be converted to unknown boundary data through appropriate
transformation [31], [32], as shown in Fig. 1(b).

In this paper, we propose a novel framework, Federated
Open Set Synthesis (FedOSS), to achieve open set recogni-
tion for medical classification tasks in the federated learning
setting, which mainly contains two modules, i.e., Discrete
Unknown Sample Synthesis (DUSS) and Federated Open
Space Sampling (FOSS). Specifically, DUSS equips each
client model with a personalized classifier to represent the
personalization of these clients trained on Non-IID data, which
is collected and distributed to all clients by the server. Based on
the prediction inconsistency of these personalized classifiers,

we can recognize the boundary samples of known classes in
closed set. We push these known boundary samples beyond
decision boundaries to generate discrete unknown samples via
inversion updating. To further improve the diversity of virtual
unknown samples, FOSS estimates local class-conditional dis-
tributions of the generated discrete unknown samples at each
client and aggregates them into global distributions to span
continuous open space near decision boundaries. Each client
downloads the global distributions from the server and samples
diverse unknown samples from the low-likelihood region of
these distributions. With synthesized unknown samples from
DUSS and FOSS modules, FedOSS can learn boundaries
between known classes and unknown classes. The main con-
tributions of our work are summarized as follows:
• We propose a novel FedOSS framework to tackle a new

and realistic problem of Federated Open Set Recogni-
tion for medical classification tasks. To the best of our
knowledge, this work represents the first effort to unite
different institutions to achieve open set recognition in
medical scenarios.

• Discrete Unknown Sample Synthesis (DUSS) is devised
to recognize known samples near decision boundaries via
inter-client inconsistency in knowledge and exploits these
samples to generate discrete open data.

• Federated Open Space Sampling (FOSS) is designed
to unite the generated unknown samples of all clients
to fit global distributions of open space near decision
boundaries and samples open data to further improve the
diversity of virtual unknown samples.

• We conduct extensive experiments on public datasets to
evaluate the proposed framework. The results demonstrate
the superior performance of FedOSS against state-of-the-
arts and the effectiveness of different modules.

Roadmap: The rest of the paper is organized as follows.
We review previous OSR and FL methods in Section II.
In Section III, the proposed FedOSS is introduced in detail.
We describe the implementation details and verify the effec-
tiveness of the proposed FedOSS in Section IV. Finally, the
paper is closed with the conclusion in Section V.

II. RELATED WORK

A. Open Set Recognition

To deploy the classification models to real scenarios with
the high robustness, OSR is first proposed to improve the capa-
bility of detecting unknowns of models in [10]. Earlier works
were mainly based on traditional machine learning methods,
such as support vector machines (SVM) in [11], Extreme
Value Theory (EVT) in [33], the nearest neighbor in [34], and
so on. With the development of deep learning, deep neural
networks based OSR approaches have received significant
attention. As the earliest representative work, OpenMax [4]
replaces the softmax layer in the network and exploits Weibull
distribution to calibrate the output probability. Considering
that feature representation is not discriminative enough in
OpenMax, CROSR [35] further introduces an extra recon-
struction task to improve the learning of network. Similar to
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OpenMax, OVRN [9] exploits one-vs-rest units, i.e., sigmoid,
to replace the softmax layer. In addition, some prototype
based methods [5], [6] learn prototypes to represent known
classes and identify open-set samples based on distances to
the prototypes. These methods usually undergo the challenge
of tuning an optimal threshold to separate known and unknown
classes.

A recently popular solution for OSR is using the information
of known classes to simulate unknown examples. PROSER [7]
exploits the manifold mixup on the hidden representations
of different known classes to mimic novel patterns. SN [24]
regards the mixture of samples from the same class as known
classes and the mixture of samples from the different classes
as unknown classes to train a segregation network for novel
class detection. Oza and Patel [25] found that activation maps
of non-target classes present similar patterns to that of novel
classes. Thus, they mimicked the novel data by combining
features of known samples with activation maps of non-target
classes.

Other approaches mostly fall into the types of employ-
ing generative models to generate unknown samples.
G-OpenMax [22] improves OpenMax by adopting a condi-
tional generative network to synthesize unknown instances.
OSRCI [16], [18] develops encoder-decoder GAN archi-
tecture to generate counterfactual images as open data.
OpenGAN [19] uses outlier data to select the appropriate
GAN-discriminator for generating better fake open examples.
To simulate the real-world open space, DIAS [17] generates
virtual unknown samples with diverse difficulty levels via
GAN. For this type of approach, it is difficult to apply them
to the FL setting due to the training complexity of generative
models.

B. Federated Learning in Medical Image Classification
Federated learning (FL) aims to coordinate multiple clients

to learn a global model by transmitting local model parameters
instead of raw patient data [14]. Currently, FL has been widely
applied to a lot of medical image classification tasks. Exist-
ing approaches [13], [36], [37], [38], [39], [40], [41], [42],
[43], [44], [45], [46], [47] mainly focus on two intractable
challenges: data heterogeneity and annotation scarcity.

Approaches [13], [36], [37], [38], [39], [40], [41], [42]
concentrated on the data heterogeneity problem can be further
divided into two classes. The first type of methods [36],
[37], [38] try to improve the local training at the client side
when the local data of clients are heterogeneous. For example,
HarmoFL [36] collects amplitude information of images of
clients and generates a global amplitude, which is used to
normalize the frequency-space amplitude components of local
data into a unified space. Zhu and Luo [37] exploited the
global model and adversarial training to generate virtual data
similar to samples of other clients to eliminate the discrepancy
between clients. Another type of approaches [13], [39], [40],
[41], [42] are devoted to improving server aggregation of
local models trained on heterogeneous data. For instance,
IDA [39] uses the inverse distance of local models to the
average model as weights to aggregate these client models
and thereby weighting less the out-of-distribution models.

Considering that data heterogeneity causes the mismatching
problem of parameters of local models, Chen et al. [13], [40]
aggregated the low-frequency components of client parameters
while preserving the remaining high-frequency components to
achieve personalized federated learning. FedBN [41] handles
the non-iid issue by keeping client BN layers updated locally
and only fusing non-BN layers at the server.

Previous works [43], [44], [45], [46], [47] focusing on
annotation scarcity problem introduce the semi-supervised
setting into federated learning systems to train local models
via labeled and unlabeled data. For instance, Yang et al. [43]
united multi-national data with or without annotations from
China, Italy and Japan to learn a global model for the detection
of COVID-19. FedIRM [44] exploits the inter-class correlation
matrix estimated at labeled clients to supervise the learning of
local models at unlabeled clients. Besides, FedPerl [45] finds
multiple similar peers for each client to help it generate pseudo
labels for the unlabeled data. However, existing FL methods
on medical image classification [13], [36], [37], [38], [39],
[40], [41], [42], [43], [44], [45], [46], [47] only consider the
closed-set performance and ignore the possible occurrence of
novel classes in realistic scenes. In this work, we represent the
first effort to introduce open set recognition into FL to address
this practical problem.

III. FEDERATED OPEN SET SYNTHESIS

A. Problem Formulation and Overview

1) Problem Formulation: Due to growing privacy concerns,
in this paper, we develop the standard OSR to Federated Open
Set Recognition (FedOSR) to perceive unknown diseases and
reduce privacy as well as security risk. FedOSR follows the
standard FL setting, FedAvg [14], to unite C distributed clients
to learn a global model f with the parameters W under the
orchestration of the server. Each client has a local cohort
Dc

tr = {(xc
i , yc

i )} with K classes of known diseases, where
xc

i is a training instance with the label yc
i = {1, . . . , K }. The

client model f c with the parameters Wc can only access its
local dataset Dc

tr and is not allowed to share it with other
clients, where Wc contains the parameters Wc

f e of the feature
extractor and the parameters Wc

mc of the main classifier. After
training, the global model is evaluated with a real-world test
set Dte = {(xi , yi )}, where yi = {1, . . . , K , K + 1}, and the
class K + 1 is a group of unknown diseases and may contain
more than one class. FedOSR aims to accurately classify K
known diseases and recognize unknown diseases as the class
K + 1. However, since local datasets {Dc

tr }
C
c=1 do not provide

patient samples and prior information of unknown diseases,
local models fail to learn a boundary between known classes
and the class K +1. As a result, the global model obtained by
client model aggregation would always misclassify unknown
samples in Dte into known classes [4], [7].

2) Overview of FedOSS: To solve this problem, we propose
a Federated Open Set Synthesis (FedOSS) framework to
synthesize virtual open data for learning a boundary between
known classes and the class K + 1, as illustrated in Fig. 2.
The training of FedOSS proceeds through multiple rounds of
communication between clients and the server. Specifically,
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Fig. 2. The overview of the proposed FedOSS framework to federated open set recognition (Best view in color). FedOSS overcomes the challenge
in unavailability of open data via discrete unknown sample synthesis (DUSS) and federated open space sampling (FOSS). DUSS utilizes the client
discrepancy to recognize boundary samples, which are used to synthesize unknown samples via inversion updating. The generated unknown
samples from all clients are inputted into FOSS to estimate the distribution of open space for sampling diverse unknown data.

in each round, all clients download the parameters W of the
global model f as the initialization of local models { f c

}
C
c=1.

Then, the c-th client performs local training on its local data
Dc

tr to update the initial parameters W. During local training,
the discrete unknown sample synthesis (DUSS) module first
recognizes known samples near decision boundaries, and then
exploits them to synthesize discrete virtual unknown samples.
Next, these generated unknown samples are input into the
federated open space sampling (FOSS) module to estimate
the distributions of open data space near decision boundaries.
We further sample more open data from these distributions.
These synthesized open data of DUSS and FOSS are used to
help client models to learn decision boundaries for separating
known and unknown classes. In the end of each round, the
server gathers these updated local models and aggregate them
to update the global model f for the next iteration.

B. Discrete Unknown Sample Synthesis

The unavailability of unknown samples is the core barrier
to learn boundaries to separate known and unknown classes
in FedOSR. Although previous studies [7], [16], [17], [18],
[19], [20], [21], [22], [23], [24], [25], [48] on the standard
OSR have explored the feasibility of leveraging GAN [49]
and Mixup [28] to synthesize virtual unknown samples, they
possibly undergo the convergence difficulty and incur the high
risk of privacy leakage in the decentralized setting. To beak
this dilemma, we propose a discrete unknown sample synthesis

(DUSS) module to generate virtual discrete unknown data
using known samples for FedOSR. As shown in Fig. 2, DUSS
first leverages the knowledge discrepancy of clients to rec-
ognize known samples near decision boundaries. Then, these
boundary samples are pushed beyond decision boundaries
via inversion updating, and thereby transformed into discrete
virtual unknown samples.

1) Boundary Sample Recognition via Client Discrepancy:
A boundary sample is more likely to be misclassified due
to its small geometric distance to the decision boundary,
compared with an instance located at the cluster center. Such
an intrinsic characteristic inspires us to leverage the knowl-
edge discrepancy of client models trained on Non-IID local
data to recognize known samples near decision boundaries.
Specifically, besides the main classifier (Wc

mc), we equip each
client model f c with an extra personalized classifier of K
classes with parameters Wc

pc, following the feature extractor
(Wc

f e). Here, the personalized classifier only focuses on K
known classes while the main classifier not only predicts K
known classes but also recognizes unknown samples as the
class K + 1. In each round of communication, each client
uploads three parts of parameters, i.e., Wc

f e, Wc
mc, and Wc

pc,
to the server. The server aggregates the parameters {Wc

f e}
C
c=1

and {Wc
mc}

C
c=1 to update the global model f . We store the

parameters {Wc
pc}

C
c=1 of the personalized classifiers in a bank

�. Then, the global model f and the bank � are sent back to
each client. Noticeably, the personalized classifiers are usually
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lightweight, and thus transmitting the bank � does not incur
the high communication overhead.

Given the personalized classifier bank � = {Wc
pc}

C
c=1,

we define a score s for a known sample (xc
i , yc

i ) at the c-th
client, which indicates the geometric distance from the sample
xc

i to the cluster boundary of class yc
i :

s =
1
C

∑
Wc

pc∈�

I(yc
i , f c(xc

i , Wc
f e, Wc

pc)), � = {W
c
pc}

C
c=1, (1)

where yc
i is the label of the i-th sample of the c-th client.

f c(xc
i , Wc

f e, Wc
pc) is the prediction of the sample xc

i for the
c-th personalized classifier Wc

pc in the bank �. I(·) is a
function to check whether yc

i and f c(xc
i , Wc

f e, Wc
pc) are equal.

In Eq. (1), personalized classifiers of clients are trained on
Non-IID data, and thus their corresponding class boundaries
are significantly different. Samples with different distances
to class center regions will be misclassified by the different
numbers of personalized classifiers. Therefore, we can divide
known samples of the c-th client into three types based on the
score s. (1) If the score s of a sample xc

i is equal to 1, the
sample is classified accurately by the personalized classifiers
of all clients. This means that it is pretty close to the center
of class yc

i . (2) On the contrary, this sample is considered as
a hard one and outside the cluster of class yc

i when its score s
is equal to 0. (3) If the score s is between 0 and 1, the sample
xc

i would be located in decision boundary areas of class yc
i .

Meanwhile, the smaller score s indicates that the sample xc
i

is farther away from the center of class yc
i . Hence, relying

on the inter-client knowledge discrepancy, we can obtain a
boundary sample set Dc

bs = {x
c
i | 0 < s(xc

i ) < 1} at the
client c.

We use personalized classifiers of all clients to compute the
geometric distance, instead of main classifiers. Personalized
classifiers are uploaded to the server but are not aggregated,
and thus can maintain the discrepancy for recognizing bound-
ary samples. In contrast, main classifiers of all clients interact
with each other via server aggregation, leading to the high
similarity. If using the main classifiers to compute Eq. (1),
we will fail to recognize boundary samples since the score s
of one sample would always be 0 or 1.

2) Unknown Sample Synthesis via Inversion Updating: Kno-
wn boundary samples in Dc

bs , serving as the intermediary
between known and unknown classes, have high similarity
to open data near the decision boundary. Therefore, we pro-
pose transforming these boundary samples into open data via
inversion updating. Given a fixed client model f c

⋆ , the goal of
inversion updating is to iteratively optimize boundary samples
xc

i and push them beyond the decision boundary. This can
be implemented by updating xc

i to maximize the following
empirical classification risk over known classes,

min
xc

i

−L( f c
⋆ (Wc

f e, Wc
mc, xc

i ), yc
i ); (xc

i , yc
i ) ∼ D

c
bs, (2)

where L(·) is the standard cross-entropy loss. Eq.(2) provides
a fastest updating direction to push xc

i across the decision
boundaries, i.e., reversed gradient descent. Similar to adversar-
ial attack [50], we apply the inversion updating to xc

i multiple

times, and the update process of xc
i is formulated:

xc
i (0) = xc

i ,

xc
i (T + 1) = xc

i (T )+ λ∇xc
i
L( f c

⋆ (Wc
f e, Wc

mc, xc
i (T )), yc

i ),

(3)

where T is the times of updating and λ is the step size. With
inversion updating, we can transform boundary samples in Dc

bs

to obtain a discrete unknown samples set Dc
du = {x

c
i }
|Dc

du |

i=1 .
To reduce the computation cost caused by multiple times of
back-propagation in Eq (3), we perform inversion updating in
feature space instead of image space.

Compared with previous methods [16], [17], [18], [19],
[20], [21], [22], [23], [48] that exploit GAN to generate
virtual unknown samples, the proposed DUSS module does
not require a large amount of extra training time to learn the
generator. Besides, in contrast to Mixup based approaches [7],
[24], [25], synthesized unknown samples in Ddu of DUSS lie
near decision boundary areas of known classes and thus are
able to effectively enhance the compactness of known classes,
leaving more space for unknown classes. Furthermore, DUSS
emphasizes unknown boundary data near known classes,
which facilitates boundary learning, and separate known and
unknown classes.

C. Federated Open Space Sampling
Learning reliable boundaries between known and unknown

classes tends to rely highly on the diversity of open set [17],
[51]. Additionally, the unreliable boundaries of one client may
influence other clients via model aggregation and even harm
the performance of the overall federation [52] in the FedOSR
setting. To improve the diversity of virtual unknown samples
of clients, we propose a federated open space sampling (FOSS)
module to integrate the knowledge on the open space of all
clients to further generate diverse unknown data. As shown
in Fig. 2, each client uploads local statistics of synthesized
unknown samples in Dc

du to the server. These statistics are
aggregated to estimate global distributions for open space near
the decision boundaries. With the global distributions, each
client can sample diverse high-quality unknown samples to
improve the local training.

It is reported that the features learned by deep neural
networks can be theoretically approximated with a mix-
ture of Gaussian distribution [53], [54]. Therefore, the
virtual unknown samples of all clients near the decision
boundary of the known class k in {Dc

du}
C
c=1 follow a

global class-conditional multivariate Gaussian distribution
N (µk, 6k), where µk is the mean of these unknown samples
and 6k is the covariance matrix. To estimate the global µk
and 6k , we first compute local means {µc

k}
C
c=1 and covariance

matrixes {6c
k}

C
c=1 of all clients. Let {xc

k,i }
N̄ c

k
i=0 be the generated

unknown samples near the k-th known class at the client c,
where N̄ c

k is the number of samples, the local mean µc
k and

covariance matrix 6c
k can be computed as follows:

µc
k=

1
N̄ c

k

N̄ c
k∑

i=1

xc
k,i , 6c

k=
1

N̄ c
k − 1

N̄ c
k∑

i=1

(xc
k,i − µc

k)(x
c
k,i − µc

k)
T.

(4)
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Then, the local means {µc
k}

C
c=1 and covariance matrixes

{6c
k}

C
c=1 of all clients are transmitted to the server. With these

local statistics, the server estimates the global mean µk and
the global covariance matrix 6k straightforwardly according
to the following theorem:

Theorem 1: With the local means {µc
k}

C
c=1 and covariance

matrixes {6c
k}

C
c=1 of virtual unknown samples from C clients

near the known class k, the global mean µk and covariance
matrix 6k can be calculated:

µk =

C∑
c=1

N̄ c
k

N̄k
µc

k,

6k =

C∑
c=1

N̄ c
k − 1

N̄k − 1
6c

k +

C∑
c=1

N̄ c
k

N̄k − 1
µc

kµ
c
k

T
−

N̄k

N̄k − 1
µkµ

T
k ,

where N̄k is the total number of unknown samples near the
known class k, N̄k =

∑C
c=1 N̄ c

k .
After computing the global means {µk}

K
k=1 and covariance

matrixes {6k}
K
k=1, the server constructs a global bank 8 =

{N (µk, 6k)}
K
k=1 and distributes it to all clients. With the

global Gaussian distributions {N (µk, 6k)}
K
k=1, the client c

can randomly sample virtual unknown instances from the
ϵ-likelihood region of each distribution N (µk, 6k), yielding
a new unknown sample set Dc

f o = {D
c,k
f o }

K
k=1:

Dc,k
f o = {̂x

c
k,i | p(̂xc

k,i ) < ϵ}
Bk
i=1,

p(̂xc
k,i ) =

1

(2π)
D
2 |6k |

1
2

exp
(
−

1
2
(̂xc

k,i−µk)
T6−1

k (̂xc
k,i − µk)

)
,

(5)

where Dc,k
f o denotes the unknown sample subset near the class

k at the c-th client. D is the dimension of the instance x̂c
k,i

and Bk is the number of sampled virtual instances, |Dc
f o| =∑K

k=1 Bk . To obtain high-quality unknown samples x̂c
k,i in

experiments, we employ a small ϵ to guarantee the certain
distance between x̂c

k,i and decision boundaries. The global
distributions {N (µk, 6k)}

K
k=1 in the bank 8 contain global

statistics and can represent the knowledge on open space near
the decision boundaries from all clients. By sampling unknown
samples from the estimated continuous space, each client can
have enough high-quality unknown samples to learn reliable
boundaries between unknown and known classes.

Proof of Theorem 1. We first demonstrate the derivation of
global mean µk , which is estimated by aggregating {µc

k}
C
c=1:

µk =
1

N̄k

C∑
c=1

N̄ c
k∑

i=1

xc
k,i =

C∑
c=1

N̄ c
k

N̄k
·

1
N̄ c

k

N̄ c
k∑

i=1

xc
k,i =

C∑
c=1

N̄ c
k

N̄k
µc

k .

(6)

Next, we calculate the global covariance matrix 6k :

6k =
1

N̄k − 1

C∑
c=1

N̄ c
k∑

i=1

(xc
k,i − µk)(xc

k,i − µk)
T

=
1

N̄k − 1

C∑
c=1

N̄ c
k∑

i=1

xc
k,i (x

c
k,i )

T
−

1
N̄k − 1

C∑
c=1

N̄ c
k∑

i=1

xc
k,iµ

T
k

−
1

N̄k − 1

C∑
c=1

N̄ c
k∑

i=1

µk(xc
k,i )

T
+

1
N̄k − 1

C∑
c=1

N̄ c
k∑

i=1

µkµk
T.

(7)

By applying the identity µT
k =

1
N̄k

∑C
c=1

∑N̄ c
k

i=1 (xc
k,i )

T and
Eq. (6), both the second and third terms in Eq. (7) can be

rewritten as N̄k
N̄k−1

µkµ
T
k . With the identity

∑C
c=1

∑N̄ c
k

i=1 µk =

N̄kµk , the last term can be also simplified as N̄k
N̄k−1

µkµ
T
k .

Therefore, 6k in Eq. (7) can be rewritten as follows:

6k =
1

N̄k − 1

C∑
c=1

N̄ c
k∑

i=1

xc
k,i (x

c
k,i )

T
−

N̄k

N̄k − 1
µkµ

T
k . (8)

Similar to the global covariance matrix 6k , we also rewrite
the local covariance matrix 6c

k in Eq. (4) as

6c
k =

1
N̄ c

k − 1

N̄ c
k∑

i=1

xc
k,i (x

c
k,i )

T
−

N̄ c
k

N̄ c
k − 1

µc
k(µ

c
k)

T
. (9)

By rearranging Eq. (9), we can further acquire the identity∑N̄ c
k

i=1 xc
k,i (x

c
k,i )

T
= (N̄ c

k −1)6c
k+ N̄ c

k µc
k(µ

c
k)

T, and then apply
it into Eq. (8) to rewrite 6k :

6k =

C∑
c=1

N̄ c
k − 1

N̄k − 1
6c

k +

C∑
c=1

N̄ c
k

N̄k − 1
µc

kµ
c
k

T
−

N̄k

N̄k − 1
µkµ

T
k .

(10)

From Theorem 1, we can observe that the global mean
µk and covariance matrix 6k are only related to local means
{µc

k}
C
c=1 and covariance matrixes {6c

k}
C
c=1, and do not depend

on the original generated unknown samples at the client
side. Hence, FOSS does not incur the heavy communication
overhead and privacy leakage risk.

D. Overall Training
The proposed FedOSS framework aims to unite the private

data {Dc
tr }

C
c=1 of C clients to reduce known and unknown

space risk and learn a shared global model. The overall training
procedure of FedOSS includes pre-training and fine-tuning
stages, as shown in Algorithm III-C. We first pre-train the
feature extractor, the main and personalized classifiers via the
standard cross-entropy loss on known classes. Then, FedOSS
is fine-tuned by minimizing the following hybrid loss function
Ltotal :

Ltotal =
1
C

C∑
c=1

Lc
known + L

c
unknown + L

c
extra, (11)

where Lc
known reduces the empirical classification risk on the

local data Dc
tr to guarantee the performance of known classes,

which is defined as follows:

Lc
known = E(xc

i ,y
c
i )∼D

c
tr
LCE( f c(Wc

f e, Wc
mc, xc

i ), yc
i ), (12)

where LCE is the standard cross-entropy loss. If the main
classifier Wc

mc of K + 1 classes is only supervised by Lc
known,

it is able to distinguish K known classes and incapable of
perceiving unknown samples during testing since the training
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Algorithm 1 The Proposed FedOSS Algorithm for Federated
Open Set Recognition
Input: The number client C , the class number K , the training

datasets {Dc
tr }

C
c=1, the number E of local epochs.

// Pre-training stage
1: Pre-training parameters W = {W f e, Wmc}, {Wc

pc}
C
c=1

using known samples in the FL setting.
// Fine-tuning stage

2: Server executes:
3: Initializing the bank � = {Wc

pc}
C
c=1, the global set: 8 =

{∅}.
4: for each communication round do
5: for each client c = 1, 2, . . . , C do
6: Wc, Wc

pc, {(µ
c
k, 6

c
k)}

K
k=1 ← ClientUpdate(W, �, 8)

7: end for
8: Aggregating models: W ←

∑C
c=1
|Dc

tr |
|Dtr |

Wc, |Dtr | =∑C
c=1 |Dc

tr |.
9: Aggregating local distributions {(µc

k, 6
c
k)}

K
k=1 of clients

via Theorem 1 to update the global distribution set: 8←

{N (µk, 6k)}
K
k=1.

10: Updating the personalized classifier bank: � ←

{Wc
pc}

C
c=1.

11: end for
12: ClientUpdate(W, �, 8): // Running on client c
13: for each epoch e = 1, 2, . . . , E do
14: Randomly selecting a batch of known samples from Dc

tr
for computing the loss terms Eq. (12) and Eq. (14).

15: Synthesizing the discrete unknown samples set Dc
du via

DUSS.
16: Sampling the unknown samples Dc

f o from the non-empty
8 via FOSS.

17: Exploiting Dc
du and Dc

f o to calculate the loss term
Eq. (13).

18: Minimizing the total loss in Eq. (11) to update Wc and
Wc

pc.
19: end for
20: Collecting samples in Dc

du to estimate local distributions
{µc

k, 6
c
k)}

K
k=1.

21: Uploading Wc, Wc
pc and {µc

k, 6
c
k)}

K
k=1 to the server.

Output: The global model W = {W f e, Wmc}.

set Dc
tr does not contain unknown classes. The proposed

DUSS and FOSS can utilize boundary samples in Dc
bs to

obtain two virtual unknown samples sets Dc
du = {x

c
i }
|Dc

du |

i=1 and

Dc
f o = {x

c
i }
|Dc

f o|

i=1 . We use these unknown samples to minimize
Lc

unknown to reduce open space risk, which is formulated as:

Lc
unknown = E(xc

i ,y
c
i )∼D

c
du
LCE( f c(Wc

f e, Wc
mc, xc

i )\y
c
i , K + 1),

+ E(̂xc
i ,y

c
i )∼D

c
f o
LCE( f c(Wc

f e, Wc
mc, x̂c

i )\y
c
i , K + 1),

(13)

where yc
i is the corresponding original known class of xc

i /̂xc
i .

f c(Wc
f e, Wc

mc, x̂c
i )\y

c
i denotes removing the prediction prob-

ability of the class yc
i , which reduces the effect of some

low-quality unknown samples on the performance of known
classes. Lc

extra is used to optimize the parameters Wc
pc of the

personalized classifier:

Lc
extra = E(xc

i ,y
c
i )∼D

c
tr
LCE( f c(Wc

f e, Wc
pc, xc

i ), yc
i ). (14)

Considering that the personalized classifier Wc
pc does not

participate in the model aggregation, we do not allow the
gradients from it to update the parameters Wc

f e in experiments,
thereby reducing its effect on the global model.

IV. EXPERIMENTS

A. Datasets
To investigate the effectiveness of our FedOSS framework,

we evaluate it on two different types of medical datasets.
1) Microscopic Peripheral Blood Cell Dataset: The PBC [55]

dataset contains 17,092 microscopic images of peripheral nor-
mal blood cells, which can be divided into 8 categories. These
images are acquired using the analyser CellaVision DM96 and
labelled by expert clinical pathologists at the Hospital Clinic
of Barcelona. We follow the work [56] to split all images into
training, validation, and test sets using a ratio of 7 : 1 : 2.

2) Gastrointestinal Endoscopy Dataset: We collect 10,662
endoscopic images of the gastrointestinal tract from Hyper-
Kvasir dataset [57] and divide these samples into 15 classes
according to the location in the gastrointestinal tract and the
types of findings. Among these classes, 10 classes belong to
the lower gastrointestinal tract, and the rest is from the upper
gastrointestinal tract. We randomly partition all samples into
training, validation, and test sets with a ratio of 7 : 1 : 2.

3) 3D Organ Classification Dataset: We also perform experi-
ments on a 3D organ classification dataset from the liver tumor
segmentation benchmark [58], which contains CT scans of
201 patients. Based on the bounding-box annotations in the
work [59], we crop 11 classes of 3D body organs and finally
obtain 1743 volumes to perform multi-class classification. All
samples are randomly divided into training, validation, and test
sets with a ratio of 7 : 1 : 2.

B. Experiment Setup
1) Implementation Details: The proposed FedOSS and com-

parison methods [4], [5], [6], [7], [8], [9] are implemented with
PyTorch library. We adopt the ResNet-18 [61] as the backbone
network of all methods for two 2D datasets, which is converted
to 3D networks for the organ dataset via ACSConv [62]. The
number of clients is set to 8, 8 and 16 for 3D organ, PBC
and HyperKvasir datasets, respectively. During the pre-training
stage, client models are trained using the Adam [63] optimizer
with the initial learning rate of 5 × 10−4 for 100 epochs on
both the PBC and 3D organ datasets, and for 200 epochs on
the HyperKvasir dataset. Their batch sizes are set to 4, 8 and 8,
respectively. The learning rate is divided by 2 every 25 epochs
for the PBC and 3D organ datasets, and every 50 epochs for the
HyperKvasir dataset. During the fine-tuning stage, we utilize
the Adam optimizer with a fixed learning rate of 1× 10−4 to
finetune FedOSS for 30 epochs on the three datasets. The step
sizes λ and updating times T of inversion updating are set to
0.1, 1.0, 1.0 and 1, 5, 1 for PBC, HyperKvasir and 3D organ
datasets, respectively. Similar to existing FL works [64], [65],
we use Dirichlet distribution on label ratios to simulate the
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TABLE I
THE PERFORMANCE COMPARISON OF THE PROPOSED METHOD AND EXISTING METHODS ON BLOOD CELL DATASETS

Non-IID data distribution among clients. We set the Dirichlet
parameter as 0.5 to ensure the high data heterogeneity.

2) Configuration of Closed and Open Set: To investigate the
effect of the number U of unknown classes, we compare
FedOSS with previous works [4], [5], [6], [7], [8], [9] in
two cases for each dataset. In the first case (U = 3) of
the PBC dataset, we randomly sample 5 classes as known
classes and the remaining 3 classes as unknown classes.
In another case (U = 5), we randomly sample 3 classes
as known classes and the remaining 5 classes as unknown
classes. Considering that the HyperKvasir dataset is extremely
unbalanced, we randomly sample 6 classes from the top
9 categories in number as known classes. In the first case (U =
3), we select 3 classes from the remaining as unknown classes.
All remaining 9 classes are regarded as unknown classes in the
second case (U = 9). For the 3D organ dataset, we randomly
sample 7 classes as known classes and the remaining 4 classes
as unknown classes in the first case (U = 4). In another
case (U = 7), four classes are randomly sampled as known
classes and the remaining 7 classes as unknown classes. For
all datasets, the unknown classes are removed from training
and validation sets and the training set is divided into local
clients based on Dirichlet distribution. The test set contains
known classes and unknown class and is used to verify the
performance of the global model.

3) Evaluation Metrics: To measure the classification per-
formance of the proposed FedOSS framework in open set
scenarios, we adopt commonly-used classification metrics,
including accuracy (ACC), F1 score (F1-score), recall score
(Recall), and precision score (Precision) on the known classes
and the unknown class.

C. Comparisons With State-of-the-Art Methods

We compare our FedOSS framework with Softmax and the
state-of-the-art OSR approaches [4], [5], [6], [7], [8], [9] on
both microscopic and endoscopic datasets. For a fair compar-
ison, these OSR approaches are implemented in the standard
FL framework using the same dataset splits as FedOSS for
each dataset.

1) Experimental Results on Microscopic Dataset: In Table I,
we present the classification performance of different methods
on the microscopic dataset to validate the proposed FedOSS.
It can be observed that prototype based approaches [5], [6]

outperform the baseline Softmax with pretty large margins,
which indicate that thresholding distances between prototypes
of known classes and unknown samples to reject open data
is more effective than thresholding softmax based confi-
dence scores. Our FedOSS suppresses the best prototype
based approach, i.e., CAC [6], with significant performance
increments for two cases, such as 5.31% in F1-score for
U = 3 and 8.06% in ACC for U = 5. Compared with CAC,
FedOSS directly learns the boundary between known classes
and the unknown class by synthesizing unknown data instead
of depending on thresholding. Additionally, compared with
SSB [8] that utilizes various strategies to learn more tight
clusters of known classes, such as more augmentation, better
learning rate schedules, and label smoothing, FedOSS obtains
better performance with significant increments, such as 2.01%
in F1-score (U = 3) and 9.45% in ACC (U = 5), since it
utilizes synthesized unknown data to improve the tightness
of known classes and learn boundaries between known and
unknown classes. Furthermore, we can also find that most of
previous methods [4], [5], [6], [7], [8] undergo performance
degradation when the number U of unknown classes increases.
In contrast, the performance of FedOSS is stable with the num-
ber U of unknown classes. These experimental results on the
microscopic dataset can confirm that the proposed FedOSS is
superior to previous methods in recognizing unknown samples.

2) Experimental Results on Endoscopic Dataset: In Table III,
we further compare the proposed FedOSS framework with
previous approaches [4], [5], [6], [7], [8], [9] on the endoscopic
dataset. In contrast to the baseline Softmax, the best prototype
based method, CAC [6], only yields limited performance
improvements, especially in the case of U = 9, such as merely
1.56% in Precision and 1.71% in F1-score. By comparison,
FedOSS outperforms the baseline Softmax with enormous
increments in the case of U = 9, such as 11.08% in Precision
and 13.55% in F1-score. The performance advantages can
indicate that directly learning the boundary between known
classes and the unknown class to recognize open data is
more effective than thresholding distances between prototypes
of known classes and unknown samples when the number
of unknown classes increases. PROSER [7] achieves the
second-best classification performance in the case of U = 3
but obtains inferior results in the case of U = 9. On the
contrary, OVRN [9] performs better in the case of U = 9
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TABLE II
THE PERFORMANCE COMPARISON OF THE PROPOSED METHOD AND EXISTING METHODS ON ENDOSCOPY DATASET

TABLE III
THE PERFORMANCE COMPARISON OF THE PROPOSED METHOD AND EXISTING METHODS ON 3D ORGAN CLASSIFICATION DATASET

TABLE IV
THE PERFORMANCE OF THE PROPOSED FEDERATED OPEN SET RECOGNITION FRAMEWORK WITH DIFFERENT MODULES

TABLE V
THE PERFORMANCE OF THE PROPOSED DISCRETE UNKNOWN SAMPLE SYNTHESIS (DUSS) MODULE WITH DIFFERENT CONFIGURATIONS

than PROSER [7] but shows bad performance in the case
of U = 3. Compared with PROSER [7], and OVRN [9], our
FedOSS framework demonstrates the best performance in both
two cases and exceeds them by a large margin in Precision and
F1-score, such as 2.79% and 2.22% in contrast to PROSER [7]
for the case of U = 3, and 3.05% and 3.35% in contrast
to OVRN [9] for the case of U = 9. These experimental
results further prove that the proposed FedOSS can recognize
open-set classes and achieve better performance than existing
methods.

3) Experimental Results on 3D Organ Dataset: We further
compare the proposed FedOSS framework with previous
approaches [4], [5], [6], [7], [8], [9] on the 3D organ clas-
sification dataset, as shown in Table III. It can be observed
that, for the case of U = 4, FedMix [60] yields the excellent
performance among existing methods, such as 77.75% in ACC
and 80.78% in Precision. Noticeably, the proposed FedOSS
outperforms FedMix with considerable margins, such as 2.67%
in ACC and 4.58% in Precision. Additionally, the performance
of existing methods [5], [6], [7], [8], [9] is sensitive to the

Authorized licensed use limited to: CITY UNIV OF HONG KONG. Downloaded on October 22,2024 at 03:26:21 UTC from IEEE Xplore.  Restrictions apply. 



ZHU et al.: FedOSS: FEDERATED OSR VIA INTER-CLIENT DISCREPANCY AND COLLABORATION 199

number of unknown classes. For instance, PROSER undergoes
an enormous performance drop when the number of unknown
classes increases to 7, achieving 51.77% in ACC and 64.51%
in Precision with decrements of 26.45% and 15.45%, respec-
tively. By comparison, our method does suffer from a slight
drop and outperforms all previous methods with the highest
performance, such as 78.32% in ACC and 80.86% in Precision
with decrements of merely 2.10% and 4.50%, respectively.
These experimental results prove that the proposed FedOSS
can also perform well on 3D medical data and achieve
the superior performance in contrast to the state-of-the-art
methods.

D. Ablation Study
DUSS and FOSS are pivotal components for FedOSS to

recognize open data. We conduct ablation experiments on the
gastrointestinal dataset to investigate the effectiveness of these
modules and provide some visualization results.

1) Evaluation of Different Modules: FedOSS is implemented
based on the standard FedAvg [14] with softmax, which is
regarded as the baseline. To evaluate the efficacy of individual
modules, we combine the baseline with different modules.
As shown in Table IV, DUSS promotes the baseline with
remarkable performance improvements in two cases, such as
9.81% in ACC and 5.84% in Precision for U = 3, 11.83% in
ACC and 7.27% in Precision for U = 9, which highlight the
importance of synthesized unknown samples. The proposed
FedOSS, i.e., the baseline equipped with DUSS and FOSS
simultaneously, achieves the best performance in two cases,
especially in the case of U = 9, with the increments of 4.72%
in ACC and 3.81% in Precision in comparison with ‘Base-
line + DUSS’. This indicates that FOSS can help FedOSS to
learn the higher quality of boundary between known classes
and the unknown class and still obtain a high performance even
when the number of unknown classes increases. These results
confirm the effectiveness of the DUSS and FOSS modules.

2) Ablative Experiments on DUSS Module: Boundary sample
recognition (BSR) and inversion updating (IU) are two crucial
steps for DUSS to synthesize unknown samples. We inves-
tigate their efficacy by comparing the following settings.
1) DUSS (w/o BSR): DUSS regards all known samples as
the virtual unknown class and does not conduct inversion
updating; 2) DUSS (IU = T ): DUSS selects out boundary
samples via the client discrepancy and then conducts T times
of inversion updating. From Table V, we observe that the
setting ‘DUSS (IU = 0)’ obtains the better performance
than the setting ‘DUSS (w/o BSR)’. This result verifies the
importance of boundary sample recognition. In addition, the
settings DUSS (IU > 0) outperform the setting ‘DUSS (IU =
0)’. Meanwhile, the model can yield the better classification
performance as the times T of inversion updating increases.
The results manifest that the sufficient inversion updating can
transform boundary samples into virtual unknown samples.

The proposed strategy of boundary sample recognition can
be viewed as a kind of uncertainty estimation method for
measuring the distance between a sample and the decision
boundary. To verify its superiority, we compare it with existing
methods (including Method A [66] and Method B [67]) on

Fig. 3. The performance of FOSS module with different configurations
on endoscopy dataset.

Fig. 4. Visualization of the learned feature space of different approaches
on endoscopy dataset. Best viewed in color.

the endoscopy dataset. In Method A [66], a training instance
would have high uncertainty if its prediction changes after
being imposed a strong perturbation. Method B [67] deter-
mines the distance from the decision boundary by computing
the difference between the probability of the true label and
the probability of the most confusing label (with the second
highest probability). As shown in Table VI, the proposed
strategy outperforms Method B [67] with large margins in the
two cases, such as 9.03% in ACC and 9.36% in F1-score in
the case of U = 3, and 15.25% in Precision and 11.35% in
F1-score in the case of U = 9. The performance advantages
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TABLE VI
THE PERFORMANCE COMPARISON OF DIFFERENT STRATEGIES FOR BOUNDARY SAMPLE RECOGNITION ON ENDOSCOPY DATASET

Fig. 5. The confusion matrixes of the baseline (Softmax) and our
FedOSS on endoscopy dataset.

highlight that exploiting inter-client discrepancy to estimate
the uncertainty of samples is more accurate. In contrast, the
existing methods can only use information of single client and
are unsuitable for the distributed setting.

3) Ablative Experiments on FOSS Module: We further ver-
ify the effectiveness of the local distribution aggregation
(LDA) (FOSS w/ LAD) and the selection of high-quality
unknown samples from ϵ-likelihood region of global distribu-
tions (FOSS w/ Select.) in FOSS. The baseline setting is our
FedOSS framework equipped with DUSS. In Fig. 3, it can be
seen that both settings ‘FOSS w/ LAD’ and ‘FOSS w/ Select.’
outperform the baseline. Additionally, only when FOSS is
configured with the two components simultaneously, FedOSS
obtains the highest performance in the two cases. These results
prove that FOSS can aggregate the knowledge of different
clients in the open space and enhance the diversity of virtual
unknown samples to improve the performance of FedOSS.

4) Visualization: We visualize the learned feature space of
different approaches on the endoscopy dataset to observe the
distribution of known classes and the unknown class, as shown
in Fig. 4. The unknown class actually contains three categories
of unknown samples. For the clear observation, we randomly
select and visualize three classes of known samples. From
Fig. 4(a), we can see that most of unknown samples are
scattered and mixed with the known classes 1 and 2 when the

model is trained only using softmax. After we select boundary
samples as virtual unknown samples to update the model
(DUSS (T = 0)) Fig. 4(b), the boundaries between known
classes and the unknown class become slightly clear, which
are clearer after imposing inversion updating on these selected
boundary samples in Fig. 4(c). Relying on DUSS and FOSS
modules, FedOSS learns compact feature representations and
clearly separates known classes and the unknown class in
Fig. 4(d). These visualization results are able to verify the
effectiveness of the proposed FOSS framework.

We further visualize the confusion matrixes of the baseline
(Softmax) and our FedOSS on the endoscopy dataset, as shown
in Fig. 5. We observe that the baseline method nearly classifies
all unknown samples into the known classes, with the accuracy
of merely 2.84% (U=3) in Fig. 5(a) and 9.31% (U=9) in
Fig. 5(b). In contrast, our FedOSS shows a superior ability in
rejecting unknown classes, with an accuracy of 83.48% (U=3)
and 66.24% (U=9). Meanwhile, our method still demonstrates
the excellent performance in known classes. The experimen-
tal results confirm the effectiveness of the generated virtual
unknown samples in our FedOSS framework for learning
boundaries between known and unknown classes.

V. CONCLUSION AND DISCUSSION

In this paper, we propose a novel framework for federated
open set recognition, Federated Open Set Synthesis (FedOSS),
which contains two modules, i.e., Discrete Unknown Sam-
ple Synthesis (DUSS) and Federated Open Space Sampling
(FOSS). DUSS leverages the knowledge discrepancy between
clients to recognize known samples near boundaries and then
transforms them into discrete virtual unknown samples via
inversion updating. FOSS unites these virtual unknown sam-
ples of all clients to estimate global distributions of open space
near boundaries, which is used to sample diverse unknown
samples. Relying on these synthesized open data of DUSS and
FOSS modules, FedOSS can learn decision boundaries to sep-
arate known classes and unknown classes. The comprehensive
experiments on microscopic and endoscopic datasets validate
the effectiveness of FedOSS. The results on both two datasets
show the superior performance of FedOSS in contrast to state-
of-the-art methods. In ablation experiments, we first verify the
importance of the DUSS and FOSS modules of FedOSS, and
then deeply analyze the impact of vital components in the
two modules. Finally, visualization results further confirm the
ability of our FedOSS framework to separate unknown and
known classes in the feature space.

There are two limitations when directly applying our
FedOSS framework into the realistic medical scenes.
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(1) FedOSS suffers from the data security risk during com-
munication process. Although it follows the basic rule of
federated learning [68] and does not share the raw data of
clients. However, local client models might be stolen by
intruders for the reconstruction of original data. For this prob-
lem, we are able to apply existing homomorphic encryption
techniques [68], [69] to encrypt client models and the global
model. (2) FedOSS performs well when label distributions
of clients are heterogenous, but it will face challenges for
heterogeneous feature distributions. Feature distribution het-
erogeneity indicates that feature distributions among clients
have the overlapping area and specific areas [70]. The samples
lying in the overlapping area are more likely to be accurately
classified by all clients, and the samples located in specific
areas are usually misclassified. However, the misclassified
samples are not necessarily boundary samples. Therefore,
our method might fail to recognize boundary samples. For
this issue, we can introduce existing methods [36], [71] to
align feature spaces of different clients, thus ensuring that our
method can still achieve the good performance.
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